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Summary

The predictions from three vapor dispersion models for cold dense gas releases are
compared with the results from several 40 m?*® LNG spill experimenis conducted at China
Lake, California, in 1980. The models vary considerably in the degree to which they
approximate important physical phenomena and include restricting assumptions. The
simplest model (GD), a modified Gaussian plume model, predicted a vapor cloud that
was always too high and too narrow by a factor of 1.5 to 3. The second model (SLLAB),

a layer-averaged conservation equation model with one independent spatial variable
(downwind distance), generally predicted the maximum distance to the lower flammabil-
ity limit (LFL) and cloud width quite well. SLAB assumes the vertical concentration
distribution is nearly uniform so that the vertical concentration gradient (3c/92) is essen-
tially zero from the ground up through most of the cloud and then very steep at the top of
the cloud. This was generally not the case in these experiments, especially in the high wind
speed tests, where the vertical concentration gradient was found to be more gradual
throughout the cloud. The final model (FEM3) is a fully three-dimensional conservation
equation model that generally predicted the concentration distribution in time and space
rather well. A particular achievement of this model was the prediction of a bifurcated
cloud structure observed in one experiment conducted with a low ambient wind speed.
Both the SLAB and the FEM3 models accurately predicted the length of time required

for the cloud to disperse to a level below the LFL, even in the low wind speed test where
the vapor cloud lingered over the source region for a considerable length of time after the
LNG spill was terminated.

1. Introduction

Lawrence Livermore National Laboratory (LL.NL) is conducting safety
research under the sponsorship of the U.S. Department of Energy (DOE) to
develop and experimentally verify models to predict the possible consequences
of liquefied natural gas (LNG) spills. As part of the DOE program, LLNL and
the Naval Weapons Center jointly conducted a series of LNG vapor dispersion
experiments in the summer of 1980 at China Lake, California {1,2]. This
paper presents a comparison of the predictions from three vapor dispersion
models for cold dense gas releases with the results from several of these exper-
iments.
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During the last decade, a number of denser-than-air dispersion models were
proposed in the literature [3—9]. Most of the models are based on the clas-
sical atmospheric advection-diffusion equation for a neutrally buoyant trace
emission with ad hoc modifications to account for density effects. After
making the typical approximations, a one-dimensional, Gaussian-plume type
model is obtained which conserves the mass of the emitted species but neglects
momentum and energy effects. One of the models, SIGMET [9], is based on
the complete set of conservation equations for species, mass, momentum,
and energy, and is three-dimensional. While this type of model includes a
more complete description of the dispersion process, it also is numerically
more complex and costly to run on a computer.

In a review on the predictability of LNG vapor dispersion, Havens [10]
compares the results from several of these models. He considers a single
scenario, namely, that of an instantaneous release of 25,000 m?* of LNG on
water under neutral atmospheric stability conditions, and looks at the model
predictions of the maximum downwind distance to the lower flammability
limit (LFL). The agreement between models is fairly poor, with the predic-
tions varying by over an order of magnitude.

Recently, a few additional models have appeared in the literature. Chan
et al. [11,12] have developed a three-dimensional fluid dynamics model
which uses the finite element method to solve the basic conservation equa-
tions. Also, a few one-dimensional models [13—16], which attempt to
improve the parameterizations in the more important physical processes and
include momentum and energy conservation in some average manner, have
been developed.

In order to determine the range of conditions for which these models are
applicable, detailed data from well-instrumented, large-scale field experiments
is needed. A major goal of the DOE program is to help provide this data and
the Burro Series of experiments are a significant step in that direction. The
concentration data obtained in these experiments has been used to generate
contour plots which show the time evolution of the LNG vapor concentration
in three-dimensional space [1]. We have made similar contour plots of the
results from three dispersion models and present them here in a comparison
with the experimental results.

The three dispersion models used in this study are briefly described in the
following section and are seen to span the range in complexity from the simple
Gaussian-plume type model to the three-dimensional, conservation equation
type model. We compare the ability of each model to predict the observed
vapor dispersion over the flammable range of fuel—air mixtures, and identify
those parts of the models which appear to need improvement. Emphasis is
given to those situations where the observed vapor dispersion is most marked-
ly different from that of a neutrally buoyant trace emission.
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2. Dispersion models

The three models used in this study are the Germeles—Drake modified
Gaussian plume model [7]; a modified version of Zeman’s one-dimensional,
slab-averaged, conservation equation model [15]; and the fully three-dimen-
sional, conservation equation model of Chan et al. [12]. These models will
be referred to as GD, SLAB, and FEMS respectively and are described in sig-
nificant detail in the references given above. Here we will only briefly describe
each model to clarify the physical basis for each, and the differences between
them. In particular, the entrainment and turbulence sub-models are described,
due to the dominant role which they play in controlling cloud dispersion.

The Burro tests are closely approximated as spills of constant rate and
finite duration. For this type of spill, all of these models treat the source of
natural gas (NG) vapor in essentially the same way. The liquid pool of LNG
is assumed to be in a steady state with a constant evaporation rate equal to
the average spill rate in mass per unit time. The shape of the source area is
somewhat different in each model; however, the area is always the same and
is given by A = V/W where V is the volumetric spill rate of LNG and W is the
liquid regression rate of evaporation, assumed to be 4.2 X 10 m/s. The GD
model prediction of the dispersing vapor cloud is not time dependent for this
type of spill. The model assumes the spill duration is long enough for the
vapor cloud to reach steady state. The other two models are time dependent
in this regard and treat the finite duration of the spill explicitly.

The vapor dispersion aspects of each model are described separately below.

2.1 GD model
The GD model is derived from the steady state, Gaussian plume, point
source solution to the atmospheric advection—diffusion equation,

—+U—=K, —+K,— (1)

for the concentration ¢ of the emitted species. Here U is the wind speed
(assumed to be constant and in the x-direction) and K, and K, are the hori-
zontal and vertical turbulent diffusivities, respectively. Turbulent diffusion

in the x-direction is neglected, as it is assumed to be negligible in comparison
to the advection of the wind. The turbulent diffusivities are taken to be func-
tions of time since release or, equivalently in this model, functions of the
downwind distance x. The GD equation for the concentration of NG vapor

is obtained by integrating the point source solution over a finite line source
of length L normal to the wind and located a distance x, upwind of the true
source. The result is:

v, —z2 (L/2)—y (L/2)+y
c(x,y,z) = [21T]1/2ULUZ *exp [2 022] '3el'f[ 21/20y ] + erf[ 21/20y ] % (2)
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where the constant V, is the volumetric source rate of NG vapor at ambient
conditions and is approximately 630 times the liquid volume spill rate V.

The dispersion coefficients ¢, and o, are functions of both the downwind
distance from the true source x and the virtual source distance x,, and are
related to the turbulence diffusivities (K, and K,) by the expression:

o2 (x+x,) =-[2—j_— xjtxv K(x")dx'. (3)

0

In the GD model, the Pasquill—Gifford dispersion coefficients [17] for
continuous ground level sources are used for o, and o,. These dispersion coef-
ficients are empirically based on atmospheric dispersion experiments of trace
emissions. There are six sets of dispersion curves corresponding to six
general weather conditions ranging from the most unstable class A to the
most stable class F.

The source length L and the virtual source distance x, are determined by
a gravity spread calculation on a cylindrically shaped volume of NG vapor
equal to the volume evaporated in the time it takes for the wind to traverse
the liquid pool. Initially, the cylindrical cloud is assumed to be pure NG
vapor at the boiling temperature and to have a radius equal to the liquid pool
radius. The initial height of the cylindrical cloud is H; = 2R; W,/U where W,
is the vapor source velocity which is approximately 250 times the liquid
regression rate W. While the properties of the cylindrical cloud are assumed
to be homogeneous, the height, radius, temperature, and density change
with time due to three processes: gravity spread of the denser-than-air cloud,
air entrainment into the cloud, and surface heating of the cloud.

Gravity spread is assumed to increase the cylindrical cloud radius at the
rate:

i - [2g (i’_;.”_lH] | (4)

where g is the acceleration due to gravity, p is the cloud density, and p, is the
ambient air density. Air entrainment is assumed to occur only at the top of
the cylindrical cloud. It increases the mass and temperature of the cloud and
provides an additional source of heat due to the possible condensation and
freezing of water vapor by the cold LNG vapor. Together with surface
heating, the mass and energy rate equations for the cylindrical cloud are:

M = 7p,R*w, (5)
E = p,mR*Cp,Taw, + €, + €, (6)

where w, is the entrainment rate; M = npR*H; E = MC, T; C, and T are the
cloud specific heat and temperature; C,, and T, are the ambient air specific
heat and temperature; ¢, is the heat of condensation and freezing of water
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The above equations, together with the ideal gas approximation for the equa-
tion of state and specific heat (see egns. (20) and (21)) form the SLAB model.
The main cloud variables are the cloud height & and half-width B, the layer-
averaged density p, mass fraction w, velocity in the direction of the wind U,
temperature T, and the crosswind cloud velocity at the side edges V. The bar
over a quantity to designate a layer-average has been dropped since it is under-
stood that all quantities are averaged in this manner. The remaining parameters
are the acceleration due to gravity g; the NG source velocity W and source half-
width Bg; the specific heat C,; the molecular weight M; the vertical and hori-
zontal entrainment rates w, and v,; and the surface momentum and heat
fluxes 7 and j. The subscripts ‘s”, “‘a”’, and “n’’ designate an NG source-
related property, an ambient air property, and an NG vapor property respec-
tively.

The entrainment rate equations have been modified from those proposed
by Zeman [15]. The vertical entrainment rate is taken to be a density-weighted
combination of an ambient air entrainment rate and a stably stratified dense
layer entrainment rate [18] and is:

72 kU(ps—p) |, _2.50.U.
¢a(ps _pa) g(ps —pa)h’

(14)

Wwe =

(1-16 Ri)™"*, Ri< 0

where 6o = 3 4 L5 R CRi>O0:

Ri is the ambient Richardson number; &k is von Karman’s constant; U, = ¢;U;
and ¢ is a friction constant (found to be approximately 0.038 at China Lake).
A comparison of the two terms shows the second term to be much less than
the first, except when p ~ p, or & ~ 0. The second term is generally quite
small so that the effect of increased density in this model is to reduce the
rate of air entrainment into the cloud.

The horizontal entrainment rate is

ve = (1.8)2(h/B)w, . (15)

The rationale for the ratio factor (2/B) is based on the assumption that in
the source region or whenever the cloud is low and flat (i.e., h € B), hori-
zontal entrainment will do little to dilute the cloud. As the cloud disperses
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and becomes more dilute, gravity spread decreases and entrainment becomes
the dominant dispersal mechanism, At sufficiently far downwind distances,

h and B become proportional to w, and v,, respectively, and then v, = 1.8 w,.
This result reflects the empirical observation that the horizontal and vertical
standard deviations for both the wind speed and the spread of a trace emis-
sion in the atmosphere are approximately proportional by this factor.

The six coupled, non-linear partial differential equations (PDE) of the
SLAB model are solved using the PDECOL [19] computer software package.
PDECOL uses finite element collocation methods based on piecewise poly-
nomials for the spatial discretization techniques and standard implicit meth-
ods for the time integration. To improve numerical stability, a diffusion term
with a coefficient of about 1 m?/s was added to each PDE. The main effect of
this term on the model predictions is to smooth the leading and trailing edges
of the cloud.

2.3 FEM3 model

In the FEM3 model, the dispersion of NG vapor is predicted by solving the
three-dimensional conservation equations for the mean (time-averaged) quan-
tities in a turbulent flow field. A generalized anelastic approximation, adapted
from Ogura and Philips [20], is used to accommodate large density changes
in both time and space while precluding sound waves. The result is the fol-
lowing form for the conservation equations of mass, momentum, energy,
and species:

v (pw) = 0, (16)
d(pu

(:t L, pu-Vu = =Vp + V- (pK™-Vu) + (p—.pn)8, (17
a0 C n—C a

— +u-y0 = V-(KOy) + 22 "PE (KW.Yw)VO + S, (18)
ot Co

dw
ve +u-Yw = V- (K¥ Yw). (19)

These equations, along with the ideal gas law approximation for the density
and the specific heat,

M,M.P MP

p = = ’ (20)
RT[M,+(M,-M,)w] RT

Cp = Cpy(1-w) +Cpn w, (21)

are the main governing equations. Here # = (u,v,w) is the velocity; p is the
density of the mixture; p is the pressure deviation from an adiabatic atmo-
sphere at rest with corresponding density py; g is the acceleration due to
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gravity; 6 is the potential temperature deviation from an adiabatic atmosphere;
8 is the temperature source term (e.g., latent heat); w is the mass fraction of
NG vapor; and K™, K¢ and K* are the diagonal eddy diffusion tensors for

the momentum, energy, and NG vapor, respectively. In the equation of state,
P is the absolute pressure, R is the universal gas constant, 7T is the absolute
temperature (T/(6+08,) = (P/Po)*™Cp), and M is the suitably averaged molec-
ular weight of the mixture. As before, subscripts “n’’ and ‘‘a” denote NG and
air, respectively.

The main step in developing the generalized anelastic approximation is to
replace the continuity equation, V- (pu) = —0dp/dt, with eqn. (16). The varia-
tion of density with time is then determined implicitly by the time variation
of temperature, pressure, and composition via the ideal gas law, eqn. (20).

The anelastic approximation is very similar to the incompressibility approxima-
tion, V - # = 0, for constant density flows. In both cases, compressibility effects
are assumed to be negligible since the Mach number is always very small
(generally < 0.05 for LNG simulations) and therefore acoustic waves are
assumed to be unimportant and can be filtered a priori.

Turbulent diffusion in this model is treated by using a K-theory approach
in which the turbulence level is modified by the cold, dense cloud in high
concentration regions, yet approaches ambient levels as the cloud becomes
more dilute, The three diffusivity tensors are assumed to be diagonal and
equal with different elements for the vertical and horizontal directions. The
vertical diffusion coefficient K, is expressed as the sum of two terms,

Ky = Kj(l-w)+K,w , (22)

where K, is the ambient vertical diffusivity and K, is a dense-layer diffusivity.
The horizontal diffusivity Ky is simply taken to be 6.5 times as large as the
vertical diffusivity.

The ambient atmospheric conditions are characterized by the diffusivity

kU,.z2 (1L-16Ri)"Y*, Ri< 0,
K, = where ¢, = . ) (23a)
®a 1+5Ri ) Ri>0 s
and the wind velocity profile
U Uas (n 2/ 02) b y 1.1(-R)HY?*, Ri< 0, (23b)
s = — (Inz/zy ~ ¢,) where =
k ° : -5 Ri , Ri>0.

Here k is von Karman’s constant; U, , is the ambient friction velocity; Ri is

the ambient Richardson number; and it is assumed that Ri = z/L where L is

the Monin—Obukhov length. The ambient wind velocity profile is approximated
in the finite element code by a quadratic and by using a specified shear stress
boundary condition at z = 0 to avoid the need for an excessively fine grid to
resolve the logarithmic function near the ground. The ambient diffusivity is

also modified near the ground by replacing z in eqn. (23a) with z + z;e /i



137

where 2; is a constant whose value is determined by requiring the ambient
vertical momentum flux, p, K, (0 U,/82), at the ground to be p, U:*. In the
Burro simulations the quadratic wind profile fit was made using the average
velocity data at the 1, 3, and 8 m heights, and the value of 2; was calculated
to be about 1.4 m,

Two sub-models for K, are used in this study. One is a Richardson number
diffusivity for a stably stratified density layer that is similar to the dense-layer
entrainment rate used in the SLAB model and is given by ..

1.25 pU?
K. = K = 7 "* . (24)
? T g0 ~pa)

which tends to reduce the turbulence level from the ambient value in high NG
concentration regions. The other model is a mixing length model given by

3 1/2
e o 2 (5]
K, = Kyy = 2 >5[ == , (25)
g e e, U Vaxg
02

where the turbulence level is proportional to the overall shear. Both sub-
models were used in each simulation; however, the results were essentially
identical (except in Burro 8 where the K,,, sub-model appeared to work
better) so only results obtained with the latter sub-model will be presented.

The main governing equations, eqns. (16—21), along with those for the
sub-models, are solved numerically with appropriate initial and boundary
conditions. Equations (16—19) are spatially discretized by the finite element
method in conjunction with the Galerkin method of weighted residuals. The
time integration scheme is basically the explicit forward Euler method except
for pressure which must be computed implicitly.

2.4 Model comparisons

The three models differ considerably in their approach to simulating the
atmospheric dispersion of a cold, dense-gas release. Perhaps the most obvious
differences are related to the degree to which each model incorporates the
basic conservation laws and three-dimensional effects. The GD model is based
on the single conservation of species equation and neglects momentum and
energy effects after the initial gravity spread calculation to determine the
vapor cloud dimensions at the source. On the other hand, the SLAB model
includes the conservation equations of mass, momentum, and energy, in addi-
tion to the species equation, but only in an average way. Variations in the
crosswind plane are neglected, and all properties of the vapor cloud are
expressed as crosswind averages which vary in the downwind direction only.
The FEM3 model includes the most complete description of the conservation
laws by treating them explicitly in three dimensions.

A unique feature of the SLAB model is that it calculates only crosswind-
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averaged properties, and characterizes the cloud shape by the height, h, and
half-width, B. The parameters B and h do not correspond to any particular
concentration level. Rather, they can be considered to describe a surface
which encloses the bulk of the cloud, for example 90%. Consequently, the
crosswind concentration distribution is not specified, although it was assumed
to be nearly uniform, and it is difficult to compare the pr-dicted cleud shape
from this model with the contour plots obtained from the experiments. To
overcome this difficulty, we have assumed the following distribution for the
vapor cloud concentration:

c(x,y,2) = c(x){1-[2y/3B(x)]*}-{1 - [22/3h(x)]?}, (26)

where ¢ (x) is the layer-averaged concentration expressed as the volume frac-
tion and c(x,y,2) is zero for z > 3h/2 and |y| > 3B/2. The use of eqn. (26)
allows for the calculation of concentration contour plots which are based on
the average concentration and the cloud height and width. While the choice

of a quadratic distribution is arbitrary, it is somewhat consistent with the
assumption of near uniformity. It should be noted that the maximum distance
to the LFL (or any other concentration level) is not affected by the use of
eqn. (26) since it is applied after the average properties are calculated.

There are other important differences and these are related to the manner
in which each model treats the effects of gravity and turbulence. As noted
above, the GD model treats gravity spreading of the denser-than-air cloud
only in the calculation of the vapor cloud height and width at the source.
Gravity effects are totally neglected after this initial calculation. The down-
wind dispersion of the vapor cloud is assumed to be due to atmospheric
turbulence and is governed by empirical coefficients for a neutrally buocyant
trace emission. In contrast to this, the SLAB and FEM3 models treat the
effects of gravity continuously throughout the calculation. This is done in
the FEMJ3 model by solving the three momentum conservation equations
at each point, while the SLAB model solves two layer-averaged momentum
equations and uses the hydrostatic approximation.

These two latter models differ considerably in their approach to turbulence.
The SLAB model uses the somewhat artificial concept of entrainment across
the cloud—air interface and essentially neglects any explicit treatment of
turbulence within the vapor cloud. Air is entrained into the cloud at the
surface and then is assumed to mix rapidly in the cloud creating a nearly
uniform layer in the crosswind plane. Thus, there are two separate regions:
the cloud and the ambient atmosphere. Mixing between the two is assumed
to occur at the interface and is governed by an entrainment velocity which
depends on the local properties of both the cloud and the surrounding atmo-
sphere. The FEM3 model assumes that turbulence can be described as a dif-
fusion process and uses a continuous diffusion coefficient which depends on
the local properties of the LNG vapor—air mixture. While the entrainment
and diffusion concepts are peculiar to the SLAB and FEM3 models respec-
tively, the choice of a particular entrainment or diffusion sub-model is not
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an essential aspect of the models. Several sub-models have been proposed in
the literature and could be used without changing the whole model.

3. Burro LNG spill tests

The Burro series of experiments included eight LNG dispersion tests with
spill volumes of up to 40 m? and spill rates of up to 20 m3/min. The experi-
ments were initialized by spilling the LNG onto the surface of a 1 m deep
water pond. The LNG exits from a 25 cm diameter pipe about a meter above
the surface of the pond, flowing straight down. Approximately 2 cm below
the water surface, the LNG stream encounters a steel plate which directs it
radially outward along the surface of the water. The spill pond is only about
58 m in diameter; consequently, while the spill is onto water, most of the
dispersion occurs over land.

Ground level immediately surrounding the pond is about 1.5 m above the
water level. Downwind of the pond, the terrain rises at the rate of about 7°
to a height of 7 m above the water level at a distance of 80 m and remains
relatively flat thereafter. Looking downwind from the spill point, the terrain
slopes slightly (< 1°), rising to the left and dropping to the right. There is a
gully just beyond the right side of the instrumentation array that drops to
an elevation of about 4—6 m below the centerline of the array. The effect
of terrain on the dispersion of the LNG vapor is difficult to quantify, although
it is quite apparent in Burro 8 and is discussed further in the following sections.

Model predictions are compared with four of the experiments: Burro 3, 7,
8, and 9. A summary of the test conditions for each of these experiments is
given in Table 1. At China Lake, the roughness length, z,, and the friction

TABLE 1

Summary of Burro test conditions

Burro 3 Burro 7 Burro 8 Burro 9
V (m?) 34.0 39.4 28.4 24.2
V (m?*/min) 12.2 13.6 16.0 18.4
U, (m/s) 5.4 8.4 1.8 6.7
T, (°C) 34.0 34.0 33.0 35.0
T, °C) -0.65 -0.23 +0.145 -0.10
Stability C D E D
K, (m?/s) 0.29 0.32 0.037 0.21
Definitions
\'%4 LNG volume spilled
1% Mean LNG spill rate
U, Mean wind speed at 2 m height
T, Mean temperature at 2 m height
T, aT/a(In 2)

Stability  Estimated Pasquill—Gifford stability class
K, Momentum diffusivity at 2 m height
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constant, c;, defined as the ratio of the friction velocity, U,, to the wind
velocity at 2 m height, were found to be nearly constant and had average
values of z, = 2.05 X 10™* m and ¢; = 0.038. The estimated Pasquill—Gifford
atmospheric stability class, used in the GD model calculations, is based on
the methods proposed in Turner [21] and by Golder [22]. The method for
calculating the momentum diffusivity, along with a more detailed description
of the ambient atmospheric conditions, is given in [2].

Instrumentation for measuring the concentration of the NG vapor cloud
as it dispersed downwind were located in four arcs at 57 m, 140 m, 400 m,
and 800 m downwind of the spill point. There were about seven stations in
each arc and the NG vapor concentration was measured at three heights (1 m,
3 m, and 8 m) at each station. In these tests, the 5% volume fraction level,
corresponding approximately to the lower flammability limit (LFL), was
generally within or just slightly beyond the 400 m arc.

Measurements of the heat transfer from the ground were also made during
the passage of the cold NG vapor cloud. A simple heat transfer model

AH = Vyp C, AT, (27)

was investigated where AH is the ground heat flux to the cloud, AT, is the
temperature decrease from ambient at 1 m height, and Vy is an effective
heat transfer velocity. Several models for Vy, including ones using velocity
and buoyancy terms, were used to fit the data. However, the best fit was
obtained by using the constant value of Vi = 0.0125 m/s and this value is
used in the model calculations.

4. Comparison of Burro results with model predictions

In comparing the model calculations with experimental results, considera-
tion must be given to the time duration over which the data is to be averaged
since the models only calculate time-averaged or ensemble-averaged quantities.
Here we compare the model results to concentration data from the Burro
experiments that have been averaged using a 10 s moving average. This time
interval was chosen somewhat arbitrarily; the intent was to use an averaging
time that is long enough to smooth out short-wavelength (much less than
cloud width) fluctuations, but short enough to preserve cloud meander. Even
with this averaging, the experimental concentration contours tended to fluc-
tuate with time. Since the main interest in this work is related to safety, we
generally emphasize the maximum extent of the concentration contours and,
in particular, the maximum extent of the flammable region. Regarding fluc-
tuations about the 10 s average, peak concentrations of 5% (LFL) or greater
were commonly observed when the 10 s average concentration was less than
5%, but were almost never observed when it was less than 1% [2].

The 10 s average concentration data was linearly interpolated in space to
generate concentration contour plots at 10 s intervals. Obviously, there is
an uncertainty in the location of the experimental contours which depends
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on the distance between measurements. Within a row of instruments, the
interpolation uncertainties are believed to be less than a meter in the vertical
and only a small fraction of the instrument spacing in the horizontal. The
interpolation uncertainties between rows of instruments are considerably
greater since the distance between rows is larger. The maximum extent of
the 5% contour (X ) was generally located between the 140 m and 400 m
rows where the interpolation uncertainty in Xy gy, is estimated to be approxi-
mately —40 to +20 m. These estimates were obtained from investigations
involving a number of tests [2].

4.1 Burro 3

In this comparison, Burro 3 is unique in that it is the only case in which
all three models underestimate the maximum distance to the LFL (X ry) as
determined by the contour plots of the experimental data. This is shown in
Table 2 where X ¢y, is given for all four experiments and for each model
simulation. The SLAB and FEM3 models underestimate X; r; by 40 and
65 m respectively, and the GD model underestimates it by 130 m. In addi-
tion, the predicted cloud behavior of the SLAB and FEM3 models over the
duration of the test was considerably different to that observed in the experi-
ment.

TABLE 2

Maximum downwind extent of the LFL (m)

Expt.*  GD GD+ SLAB FEM3
Burro 3 255 126 190 215 190
Burro 7 200 150 212 264 210
Burro9 325 235 344 315 330
Burro 8 420 661 1150 418 630

*The estimated uncertainty in the experimental value is —40 to +20 m.

The duration of the Burro 3 spill was 167 s, which is long enough that one
might expect the resultant vapor cloud to set up a quasi-steady state (as
predicted by the SLAB and FEM3 models) at least within the 5% concentra-
tion level. However, the contour plots of the field data show a different behav-
ior. As expected, Xy, initially increases as the cloud develops. Between 60
and 120 s from the time the spill began, X; z, oscillates between 215 and
255 m. After 120 s and for the next 100 s, X,r;, decreases to a value of
120—140 m. Also during this latter period, the vapor cloud is bifurcated for
about 45 s. The reason for this change in cloud shape is thought to be
related to a local reduction in the wind speed in the vicinity of the spill pond,
but is not completely understood.

Nor can it be fully explained why the maximum X gy, value during the first
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half of the spill is so much greater than the model predictions. Several possible
explanations as to why the models underestimated Xy, in only this experi-
ment have been investigated. For example, changes in the LNG spill rate were
checked but found to be too small to account for the large value of Xy gy,
The effect of inoperative stations on the contour plots was also investigated;
however, if there was any effect, it would tend to reduce X; r;, because of
missing peak concentrations. The largest discovered uncertainty in the experi-
mental value of Xy, is due to interpolating the concentration between the
140 m and 400 m rows. If this is considered, the SLAB model prediction of
Xy r1 i1s within the lower limit of the experimental value and the FEM3 result
is just below it.

As seen in Table 2, the GD estimate of Xz, is significantly lower than
either of the other two models. One might suggest that it is more appropriate
to use a higher stability class in the GD simulations since the model predic-
tions are being compared to 10 s average concentrations and the Pasquill—
Gifford dispersion coefficients were designed for 10 min or longer averages.
For this reason, a second GD run was made for each experiment with the
stability increased by one class. The results are shown in Table 2 under the
GD+ heading. An increase in stability is seen to improve the X py, estimates
for the high wind speed, less stable cases (Burro 3, 7, and 9); however, it
leads to an overestimate of X; r; by more than a factor of two in the low
wind speed, stable case of Burro 8.

The downwind distance to the LFL is only one measure of the models’
ability to simulate the experiments. A better evaluation can be made by
comparing the location and shape of the LFL contour and, in general, by
comparing a range of contours which show the overall concentration distribu-
tion. Such a contour plot is shown in Fig.1(a) where crosswind concentration
contours 57 m downwind are plotted at a time of 100 s. The uncertainty
in the location of these contours is much less than the uncertainty in Xy,
since the distance between instruments is much less. Also shown in Fig.1 are
the model predictions, which include only half the distribution since they
assume the cloud is symmetric about the cloud centerline. The scale in each
of the plots is identical, and the experimental contours have been translated
along the crosswind axis so that they are roughly centered within the plot.

As can be seen in Fig. 1, the contours from the FEM3 calculation are in
very good agreement with those generated from the experimental data. The
SLAB model appears to predict the overall height and width of the cloud
fairly well, especially if one considers the 5% contour as representative of
the overall cloud dimensions. However, the 1% contour is significantly lower
than in the experiment, and the 15% contour is both higher and wider. This
suggests that the quadratic function used in eqn. (26) for the concentration
distribution is not the most appropriate, especially in the vertical direction.

The GD model is seen to predict a cloud which is too high and too narrow.
The GD 5% contour is about twice as high and nearly half as wide as in the
experiment. Also shown in Fig.1(c) is a GD simulation in which the stability
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Fig. 1. Burro 3 crosswind contour plots of cloud concentration 57 m downwind at ¢ =

1 00 s. Experimental contour plot shows full cloud width while model results show only
half-width. Contour lines designate 1, 5, 10 and 15% levels and vertical to horizontal
distance scale is 1 to 4. '

class is increased by one from that given in Table 1. While this change in
stability improved the prediction of X, (see Table 2), it did little to improve
the shape of the cloud, it is still too high and too narrow. This characteristic
of the GD model was found to hold for each of the Burro experiments used

in this study.
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4.2 Burro 7

The Burro 7 spill rate and duration were quite similar to that of Burro 3,
but the wind speed was about 60% higher and the atmospheric stability was
estimated to be one class higher. The wind direction took the cloud along
the edge of the instrumentation array as it moved downwind and the cloud
centerline extended beyond the edge of the array during much of the spill.
The cloud meandered over the array three times, and each time a maximum
X1, ry, value of 190—200 m was calculated. As can be seen in Table 2, the
FEMS3 estimate of Xy, was in good agreement with this value. The SLAB
model overestimates X, gy, by about 60 m, while the GD model underestimates
it by about 50 m. These last two estimates are not too far outside the uncer-
tainty limits of the experimental value due to the interpolation between the
140 m and 400 m rows.

In Fig.2 a contour plot of the cloud concentration observed in the experi-
ment at the first row of instruments and ¢ = 140 s is compared to similar
plots from the SLAB and FEM3 models. The model results do not compare
very well with experiment in this row. The experimental cloud is bifurcated,
which the models do not predict, and is wider than the simulated clouds.

For example, the 1% contour in the experimental contour plot is 72 m wide,
while it is about 45 and 55 m wide in the SLAB and FEM3 plots respectively.
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Fig. 2. Burro 7 crosswind contour plots of cloud concentration 57 m downwind at ¢ =
140 s. Dashed line in plot (a) indicates outer edge of instrument array. Contour lines
designate 1, 5, 10, 15, and 25% levels and vertical to horizontal distance scale is 1 to 4.
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The models also predict significantly higher concentrations. The maximum
concentration observed in this row in the experiment was about 12%, while
it was over 25% in the SLAB result and about 17% for the FEM3 result,

The models do significantly better in the second row 140 m downwind, as
can be seen in Fig. 3. In particular, the FEM3 model does very well. The 1%
contour is 80 m wide and 6.5 m high in the experimental plot and 68 m
wide and 7.2 m high in the FEM3 result. Similarly, the 5% contour is about
40 m wide and 2.2 m high in both plots. The SLAB model prediction of the
cloud height and width as given by the 1% contour is in fair agreement with
experiment at this downwind distance also. It still predicts too high a max-
imum concentration, as would be expected since it overestimates X gy, .
Perhaps a more important difference between the SLAB and experimental
plots is the vertical concentration gradient. In the SLAB result, the 5%
contour is more than twice as high as in the experimental plot, while the 1%
contour is somewhat lower than that in the experiment. This discrepancy in
the vertical gradient between the SLAB model and the experimental results
was observed in all the higher wind speed cases (Burro 3, 7, and 9).
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Fig. 3. Burro 7 crosswind contour plots of cloud concentration 140 m downwind at £ =
160 s. Contour lines designate 1, 5 and 10% levels and vertical to horizontal distance
scale is 1 to 4.

4.3 Burro 9
Burro 9 had the highest spill rate of all the Burro experiments and was
conducted under a fairly high wind speed, as were Burro 3 and 7. A series of
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rapid-phase-transition (RPT) explosions occurred during this experiment
and, as a consequence, the spill was terminated after only 79 s. The RPTs
threw enough water and mud on the first row of instruments to render the
infrared gas sensors inoperable for most of the test. Figure 4(a) shows a
horizontal contour plot of the cloud concentration at a height of 1 m just
after the spill was terminated. The maximum X gy value of 325 m was
obtained in the experimental contour plots at this time; however, this value
may be larger than the actual value by about 25 to 40 m as a result of inter-
polation uncertainties. The value of X; g1, jumped up to 325 m just as the
leading edge of the cloud reached the 400 m row and then rapidly fell to a
value below 250 m after the spill valve was closed. In the two 10 s intervals
before this, Xy, was 275 and 285 m, respectively.
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Fig. 4. Burro 9 horizontal contour plots of cloud concentration 1 m above ground at ¢ =
80 s. Experimental contour plot shows full cloud width while model results show only
half-width. Data from first row of instruments was excluded from experimental plot since
these measurements were degraded by RPT explosions. Contour lines designate 1, 5, 10,
15, 25, and 35% contours and crosswind to downwind distance scale is 1 to 1.
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Also shown in Fig.4 are the corresponding contour plots from each of the
three models. At the time of this plot, the SLAB and FEM3 results for X gy,
have not reached their maximum value. The maximum downwind distance
of the 5% contour continued to move downwind for an additional 10 to 20 s
after the spill was terminated. The maximum value for both models is in
good agreement with the experimental value as shown in Table 2. The GD
result shown in Fig.4(b) is a steady-state result since this model is not time
dependent. The Xy, value for the GD model is significantly less than the
corresponding value for the other two models and the experimental result.
The GD cloud width is also seen to be too narrow, just as it was in the Burro 3
and 7 results. For example, the 5% contour has a maximum width of 30 m in
the GD plot while it has a 70 m width in the experimental plot. A comparison
of the higher concentration levels is not possible since the RPTs significantly
hampered the operation of the first row of instruments.

A view of the crosswind cloud structure is shown in Fig. 5 where the exper-
imental results are compared to the SLAB and FEMS3 results at a downwind
distance of 140 m. The FEM3 model result agrees very well with the experi-
mental plot, especially with regard to the vertical profile. The 1, 5 and 10%
contours have maximum heights of 1.3, 3.3 and 8.0 m in the experimental
plot and 1.3, 3.4 and 9.5 m in the FEM3 plot. As was the case with the
previous examples, the SLAB model predicts too high a height for the
higher contours (5 and 10%) and too low a height for the lower contours
(1%). The GD model (result not shown in figure) produces a cloud which is
much higher than observed in the experiment. For example, the 5% contour
has a maximum height of 8.5 m and the 1% contour has a height of 15.6 m.

Any interpolation error in the experimental result for the height of the
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Fig. 5. Burro 9 crosswind contour plots of cloud concentration 140 m downwind at { =
70 s. Contour lines designate 1, 5 and 10% levels and vertical to horizontal distance
scale is 1 to 4.
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contours in Fig. 5(a) is undoubtedly quite small since these heights are very
close to the heights of the instruments. If a concentration profile of

¢ =coexp[—(z/z,)"] is fitted to the experimental data, the power of the
exponent for the best fit is found to be n = 1.0. This suggests that the vertical
profile, at least in this case, is closer to an exponential than it is to a quadratic
(used in the SLAB model) or a Gaussian (used in the GD model).

The maximum recorded concentration was always at the lowest (1 m)
station in the first two rows. However, at the 400 m row, the maximum
concentration measurement was observed to occur most of the time at the
3 m height, as shown in Fig.6(a) (note, the inner contour is the 2.5% level).
Neither the SLAB nor the FEM3 models predict this result (see Fig.6) al-
though they do predict the general height, width, and concentration level
of the cloud fairly well. The SLAB model is not capable of predicting an
elevated peak concentration since the vertical profile is specified to be
quadratic with the peak at ground level. However, this is not the case with
the FEM3 model. Several possible reasons for this discrepancy seem plausible,
including insufficient heat sources to make the cloud buoyant and an inaccu-
rate approximation to the ambient velocity profile near the ground.
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Fig. 6. Burro 9 crosswind contour plots of cloud concentration 400 m downwind at ¢ =
120 s. Contour lines designate 1 and 2.5% levels and vertical to horizontal distance
scale is 1 to 4.
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4.4 Burro 8

Burro 8 was perhaps the most interesting of all the experiments. It was con-
ducted under low wind speed and stable atmospheric conditions. The resulting
vapor cloud was much wider than any of the others and it developed a very
distinct bifurcated structure. It also travelled upwind and lingered over the
source region for more than 100 s after the spill was terminated. This behavior
can be seen in Fig.7(a—d) which shows a time sequence of pictures of the
Burro 8 vapor cloud. The visible cloud is the result of condensed water vapor
and in this test is estimated to correspond to a concentration of 15—20%. In
contrast to this very wide cloud, Fig.7(e) shows a picture of the cloud ob-
served in Burro 6 which is typical of the higher wind speed cases.

The FEM3 model ran into some difficulties in attempting to simulate the
low horizontal diffusivity predicted by its turbulence submodel. Spurious
oscillations dre to insufficient spatial resolution in the horizontal plane began
to occur about 140 s into the simulation. (Adequate spatial resolution would
have required about an order of magnitude increase in mesh points.) To over-
come this problem, the horizontal diffusivity was increased, and the simulation
was re-run using a constant horizontal diffusivity of 2 m?/s. The second
simulation generally agreed quite well with the first run during the initial
140 s of the simulation, and is used here for times later than 140 s.

A horizontal contour plot of the cloud concentration 1 m above ground
at t = 160 s is shown in Fig. 8 along with the corresponding results from the
three models. The bifurcated structure, so apparent in the experimental
results, is not observed in these model plots, although a bifurcated structure
did occur in the FEM3 result at higher elevations and will be shown later.
While the structure is different, the value of X; gy, at this time is just under
300 m for both lobes of the experimental result, and for both the SLAB
and FEM3 model results.

The downwind distance to the LFL continued to grow for a considerable
length of time after the spill was terminated at ¢ = 106 s. The value of Xy gy,
in the experimental plots reached a maximum of 325 m and remained in
the vicinity of 300 m for well up to t = 280 s. However, the actual maximum
value of Xz, in the lower lobe of Fig.8(a) may have been missed since this
lobe extends well beyond the edge of the array over a dry lake bed, the
elevation of which is about 6 m below that of the instrument array center-
line. In addition, a “puff” of vapor with a greater than 5% gas concentration
entered the array from this side between 380 and 440 s and passed through
the 400 m row of instruments at the 3 m level. Consequently, the maximum
Xpry value shown in Table 2 for this experiment is 420 m. The maximum
X1 rr, values for the GD, SLAB, and FEM3 models were 660, 418, and 630 m
respectively. As noted earlier, the GD result using a higher stability class
(GD+) was 1150 m, a significant overestimation. The net effect of terrain
on the vapor dispersion in this experiment is difficult to quantify, although
it undoubtedly did play a significant role. The presence of topographical
features at the China Lake site has been shown to reduce the distance to the
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Fig. 7. Photographs of Burro 8 vapor cloud at (a) ¢t = 25, (b) =305, (¢) ¢t = 80 s,

(d) ¢ = 160 s, (e) of Burro 6 vapor cloud after quasi-steady state had been reached. Spill
rates were similar in both tests (16 m*/min in Burro 8 and 13 m*®/min in Burro 6). The main
difference between the two tests was the more stable atmospheric conditions and lower win«
speed (1.8 m/s vs. 9.1 m/s) in Burro 8 test.

LFL in wind tunnel experiments [23], so the experimental value of Xy,
might have been greater if the terrain was flat. Another factor which com-
plicates comparison of the models with experiment is changes in the ambient
wind speed. In this experiment, the ambient wind speed decreased in a fairly
steady fashion by about 30% over the duration of the test.

As noted earlier, the vapor cloud lingered over the source region for a
considerable length of time after the LNG spill was terminated. While there
were no concentration measurements within the spill pond area, we can look
at when the leading and trailing edges of the cloud passed a particular row of
instruments and compare the time difference to the LNG spill time. This was
done for the 140 m row and the results are shown in Table 3, where the
arrival and departure times of the 1% and 5% concentration levels are given.
The difference between these two times is seen to be 90—260 s longer than
the spill time of 106 s, depending on the concentration level and the lobe of
the bifurcated cloud being considered. The SLAB and FEMS3 results are also
shown in Table 3. The SLAB results are in very good agreement with those
for lobe 2. The good agreement at the 1% concentration level was probably
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Fig. 8. Burro 8 horizontal contour plots of cloud concentration 1 m above ground at ¢ =
160 s. Dashed lines in plot (a) indicate the outer extent of instrumentation array.
Contour lines designate 1, 5, 10, 15, 25, and 35% levels and crosswind to downwind

distance scale is 1 to 1.

helped considerably by the diffusion terms. These terms were added to the
SLAB model to increase numerical stability, and their main effect is to
broaden the leading and trailing edges. The FEMJ3 results for the 5% concen-
tration level are also in good agreement with the lobe 2 results, but the
trailing edge of the 1% contour does not linger behind the cloud as long as

in the experiment.
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TABLE 3

Burro 8 cloud arrival and departure times at the 140 m row

Experiment
Lobe 1* Lobe 2 SLAB FEM3

Arrival time (s)

1% concentration 55 55 55 60

5% concentration 75 75 65 65
Departure time (s)

1% concentration 420 360 350 265

5% concentration 320 270 275 255
Departure minus arrival time (s)**

1% concentration 365 305 295 205

5% concentration 245 195 210 190

*Lobe 1 is the lobe over the lower terrain.
**For comparison, the spill time was 106 s,

The GD model does not predict time-dependent phenomena such as the
movement of the leading and trailing edges of the cloud. Looking at the
steady-state prediction, the major deficiency in the GD simulation is, again,
the shape of the predicted vapor cloud. As can be seen in Fig.8(b), the GD
vapor cloud is very narrow in comparison to the experiment. In contrast to
this, the SLAB and FEM3 vapor clouds, shown in Figs.8(c) and (d), are
much wider and quite similar to the experiment. In comparing the SLAB
and FEM3 model results with each other, the vapor cloud is seen to be sig-
nificantly wider in the SLAB plot than in the FEM3 plot, especially over the
first 200 m downwind where gravity spread is the major factor controlling
cloud width. The actual width of the cloud in this region cannot be deter-
mined accurately since the vapor cloud extended well beyond the edges of
the first two rows of instruments.

The crosswind cloud shape and structure can be seen quite well, however,
in Fig.9(a) which shows a crosswind contour plot of the cloud concentration
140 m downwind at ¢ = 200 s. The left lobe in Fig.9(a) appears to be some-
what larger than the right one. This is probably due to gravity and topography
effects since the terrain is about 6 m lower on this side of the array than it is
in the middle, as noted earlier. Figures 9(b) and 9(c) show the corresponding
SLAB and FEM3 results. The SLAB cloud is very low and much wider than
the FEMS3 result. If one extrapolates the two lobes of the experimental plot
beyond the edges of the array, it appears as though the larger left lobe is
about as wide as the SLAB half-width and the smaller right lobe is about as
wide as the FEM3 half-width.

The bifurcated structure of the FEMS3 result is shown quite clearly in Fig.
9(c). Qualitatively, it compares fairly well with the experimental result,
especially in the extended lobe region. In the region of the cloud centerline,
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Fig. 9. Burro 8 crosswind contour plots of cloud concentration 140 m downwind at ¢t =
200 s. Dashed lines in plot (a) indicate outer extent of instrumentation array. Contour
lines designate 1, 5, 10, and 15% levels and vertical to horizontal distance scale is 1 to 6.

however, the model predicts concentrations which are too high. Consequent-
ly, the bifurcated structure is not apparent at low elevations, such as in the
horizontal contour plot of Fig. 8(d) at 1 m height. Besides accounting for
terrain effects, improvements in the turbulence sub-model and more accurate
treatment of the velocity profile near the ground are believed to be necessary
for more quantitative agreement with experiment.

The bifurcated structure of the concentration distribution is shown in the
FEM3 simulations to be due to a crosswind eddy which develops as a result
of gravity spreading of the denser-than-air LNG vapor cloud. One might
suspect that the crosswind gravity spread velocities in the Burro 8 test were
significantly larger than those in the other experiments; however, this does
not appear to be the case. Figure 10 compares FEM3 calculations of typical
crosswind velocity plots for both (a) Burro 8 and (b) Burro 9 at a downwind
distance of 140 m. While the eddy is much wider in the Burro 8 case, the
velocities are quite similar. In both simulations, maximum crosswind
velocities ranged from about 0.5 to 0.9 m/s during the time the vapor
cloud passed this downwind distance. The major difference between the
two velocity fields appears to be the magnitude of the downwind compo-
nents. In Burro 8, the downwind velocity is only about twice as large as the
maximum crosswind gravity spread velocity, while in Burro 9 (and also Burro
3 and 7), the downwind velocity is at least six times as large as the maximum
crosswind gravity spread velocity. Consequently, the bifurcated concentra-
tion structure observed in Burro 8 is not due to a larger gravity spread
velocity in this experiment. Rather, it appears to be the result of a higher ratio
between the gravity spread velocity and the downwind velocity.
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Fig. 10. Typical crosswind velocity plots 140 m downwind for (a) Burro 8 and (b) Burro 9
as calculated by FEM3 model. Maximum crosswind velocity in both cases is about 0.9 m/s.
Vertical to horizontal distance scale is 1 to 2.

5. Discussion and conclusions

The range of applicability of any particular model generally depends on
the degree to which important physical phenomena are approximated. Of
the three models used in this study, the FEM3 model is the least limited by
various approximations and restricting assumptions, and it did indeed provide
the best overall description of LNG vapor cloud dispersion as observed in the
four experiments addressed here. Predictions of the vapor concentration
distribution in time and space over the range from 5% to 15% (the LNG flam-
mability limits) were generally quite good. Estimates of the maximum
distance to the LFL were also quite good or at least conservative (over-
estimated XLFL)'

A major accomplishment of the FEM3 model was the prediction of the
bifurcated structure of the very wide vapor cloud in Burro 8. This behavior
was observed in only this one experiment, which occurred under low wind
speed and stable atmospheric conditions. Neither of the other two models
could have reproduced this behavior since the shape of the crosswind con-
centration distribution was prescribed in these models and not subject to
change by the conditions in the cloud. The FEM3 simulation not only pre-
dicts this behavior, but also provides the necessary information to under-
stand how it is generated by the crosswind gravity spread vortex flow. Addi-
tional model simulations would provide more insight into the atmospheric
and spill conditions under which this phenomenon would be expected to
occur. For more quantitative agreement with experiment, improvements are
needed in the turbulence sub-model, the approximations for the velocity
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profile near the ground, and the treatment of terrain. The numerical dif-
ficulties associated with low turbulence levels must also be addressed.

- From a safety point of view, it is important to be able to predict how
long the vapor cloud will remain hazardous. In this regard, both the FEM3
and SLAB models accurately predicted the lingering of the vapor cloud over
the source region after the spill was terminated in the low wind speed,

Burro 8 test. Their ability to make this prediction was due to the inclusion
within these models of the fundamental principle of momentum conserva-
tion in the wind direction. The GD model, and most other simple models,
do not include these momentum effects, but simply assume that the vapor
cloud travels downwind with the ambient wind speed. As shown by the
Burro 8 test, this assumption can lead to a significant underestimation of
the time for cloud dispersal.

The SLAB model also provided a fairly good description of the observed
concentration distribution and good estimates of the maximum distance to
the LFL. The excellent prediction of X; z;, in Burro 8 is very encouraging;
however, we are cautious that this agreement might be somewhat fortuitous.
If the China Lake terrain significantly reduced X gy, from what it would be
under flat terrain conditions, then the SLAB estimate will prove to be too
short. Obviously, additional experiments under low wind speed conditions
and over flat terrain are needed to verify the models in this range of atmo-
spheric conditions.

Assuming a crosswind concentration profile for the SLAB model greatly
facilitated comparison with the experimental contour plots. The quadratic
vertical profile with peak concentration and zero gradient at the ground was
most applicable to the Burro 8 experiment where the vapor cloud was nearly
a uniform layer close to the ground. However, in the higher wind speed
experiments, the concentration gradient was much steeper near the ground,
and an exponential profile might be more appropriate under these conditions.
If a profile is assumed, it would be preferable to incorporate this assumption
into the derivation of the basic conservation equations rather than just apply
it after the species equation is solved, as was done here. In this regard, a
profile, the shape of which could vary with changes in the cloud properties
(such as going from negative to positive buoyancy) would also be desirable;
however, this might be exceeding the limits of the model. It would probably
be more profitable to try to improve the main sub-models such as the entrain-
ment, surface heat flux, and friction submodels.

The GD model estimates of the vapor cloud concentration distribution
were significantly poorer than those of the other two models. In all four
simulations, the predicted cloud was roughly twice as high and twice as
narrow as in the experiments. The main reason for this is that the GD model
includes gravity effects only in the initial calculation of the vapor source
height and width, but does not include gravity effects on the subsequent
downwind dispersion of the vapor cloud.

This discrepancy in cloud shape between the GD model results and the
experiments illustrates the importance of gravity spread on the crosswind
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concentration distribution, even when the wind speed is high and turbulence
within the cloud is dominated by the ambient atmospheric conditions. In the
three high wind speed simulations (Burro 3, 7, and 9), the initial GD gravity
spread calculation did not even increase the width of the vapor source, since
the ambient wind speed was greater than the calculated gravity spread velocity.
Consequently, these GD simulations were equivalent to Gaussian plume cal-
culations for a trace release of a neutrally buoyant emission. Neglecting the
effects of gravity on the denser-than-air cloud results in a predicted vapor
cloud which is much too high and too narrow, even under strong wind speed
conditions.

In the model simulations, the maximum distance to the LFL is quite
sensitive to the turbulence level. For example, in the GD model, turbulence
level is controlled by specifying the stability class. Increasing the stability
class in effect lowers the turbulence level. When the stability was increased
by just one class, the value of X; r, increased by 40 to 75%, depending on
the initial stability category and the LNG spill rate. Similar results were
found using the FEM3 model. In these calculations (not previously shown),
the LNG vapor source rate was similar to that in the Burro experiments and
a constant diffusivity with a wind speed of 4 m/s was used. When the vertical
diffusivity was decreased from 0.5 to 0.2 m?/s, with a similar decrease in the
horizontal diffusivity, the steady state value of Xy, increased by a factor
of two, showing considerable sensitivity to the turbulence level.

It is interesting to note that the turbulence level, as calculated by the FEM3
turbulence sub-model equation, returned to a value quite close to the ambient
level within only a few tens of metres from the LNG vapor source, even for
Burro 8. This suggests that the turbulence level over a significant portion of
the vapor cloud may be fairly close to the ambient level, even though gravity
effects on cloud width and height are still important at these downwind loca-
tions. However, this has not been confirmed by comparison with experi-
mental data.

With regard to the vapor source, the effective LNG evaporation rate and,
in turn, the radius of the liquid pool and vapor source have remained fairly
uncertain in field-scale LNG spill tests on water where the liquid pool radius
is not confined. Recent analysis of IR data taken during Burro 9 suggests
that the liquid LNG pool was only 5 m in radius. This implies an effective
evaporation rate which is 10 times as great as the value assumed in this study
and, therefore, vapor source radii which are 1/3 as large as those used in
these model simulations. It should be noted that there is considerable un-
certainty surrounding this observation, especially in light of the numerous
RPT explosions which occurred during this experiment. The effect of such
an increase in the evaporation rate on the model predictions has not been
thoroughly analyzed. While the source radius would decrease by a factor of
1/3 as noted above, the overall evaporation rate (mass/time) would remain
the same and be equal to the LNG spill rate (assuming the liquid pool rapidly
reaches a quasi-steady state). Clearly, the effect on cloud concentration will
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be greatest in the high concentration regions surrounding the vapor source
and will decrease with distance from the liquid pool.

This comparison of three dense-gas dispersion models of varying levels of
sophistication with the results from the Burro series of LNG dispersion ex-
periments has provided considerable insight into the strengths and weaknesses
of the three different types of models and has identified important model
components that require improvement. The comparison of cloud structure
between the three-dimensional, conservation equation model, FEM3, and the
experiments, was generally quite good. In particular, the FEM3 prediction of
a bifurcated cloud structure in Burro 8 was very encouraging. The one-
dimensional, averaged conservation equation model, SLAB, also compared
fairly well with experiment, especially in the prediction of the maximum
distance to the LFL. In contrast to the other two models, the modified
Gaussian plume model, GD, compared rather poorly with the observed
cloud structure.

The experiments used in this study were performed over a limited range of
spill scenarios. Consequently, additional comparisons with well-instrumented,
large-scale experiments are needed in order to evaluate each model’s ability
to accurately simulate very large spills over a broad range of atmospheric
conditions. In this regard, recent Shell LNG and propane spill experiments
conducted at Maplin Sands, Gt. Britain [24] and additional LNG experi-
ments currently underway at China Lake, California, will be most helpful.
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